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Abstract— Clustering of proteins is an essential as it helps to infer biological function of a new 
sequence. In this paper, the protein sequences of Mycobacterium Tuberculosis have been clustered based 
on its space group using Refined Markov Clustering algorithm. The proposed technique reduces the 
overlapping clusters and performs better than other algorithms. This approach minimizes the proceeding 
time for the protein sequence effectively. The proposed work was evaluated by comparative analysis with 
k-medoids, spectral normalized cut and fast connected component algorithm. According to the clustering 
validation and comparison results, the proposed algorithm performs better than other algorithms. 
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I. INTRODUCTION 

With the rapid growth of biological sequences databases, extracting useful information from biological 
sequences is an emerging problem. As proteins are functionally essential in life, among the biological 
sequences, protein sequences are very interesting. The protein structure and function can be better studied with 
more accuracy and efficiency using many computational methods and one of the most important one is sequence 
clustering. Clustering the protein sequences helps to infer the biological function of the new sequence as well as 
it can be used to protein 3-dimensional structure discovery (1). A significant number of methods have addressed 
the clustering of protein sequences. COG uses a hierarchical merging of clusters (2), SYSTERS combines 
hierarchical clustering with graph based clustering (3), N- cut uses graph based clustering approaches (4). (5) 
used k means and rough k means clustering algorithms to predict local protein sequence motifs. (6) focused on 
generalization of k medoid style clustering algorithms on four different data sets. Also, several clustering 
algorithms such as Pro-k means, Pro-Leader, Pro-CLARA and Pro-CLARANS (7) have been proposed for 
clustering protein sequences. Since, very large number of protein sequences are deposited into the database in 
the recent years, an efficient clustering algorithm is needed to group the similar sequences based on their 
characteristics in minimum time.  

Large number of protein sequences of different species is deposited into the protein database day by 
day. As a consequence of the increase in the human population, deficiency and overcrowding in big cities, the 
efficient control of tuberculosis (TB) remains a major problem both for developing and developed countries. 
Tuberculosis control has been complicated because of the development of resistance of the microorganism to 
first-line anti-tuberculosis drugs (8). (9) stated that extensively drug resistant tuberculosis (XDR-TB) has 
become a new threat for the control of TB in many countries including India. Hence, in this paper, the protein 
sequence of tuberculosis has been analyzed based on its characteristics. In this paper, we describe a Refined 
Markov Clustering algorithm for grouping the protein sequences based on its space group. Methods and 
clustering process is presented in section 2.  Experimental results and datasets are given in section 3. Finally 
section 4 gives the conclusion. 
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II. METHODS AND MATERIALS 

The proposed work consists of (A) System architecture (B) Clustering process and (C) Refined markov 
clustering algorithm 

A. System Architecture 
 Our proposed work consists of the following parts: 

• Extraction of Space Group from protein Data Bank 
• Sequence Alignment 
• Grouping of  proteins based on parameters 
• Implementation of clustering process 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig.1. System Architecture 

Figure 1 shows the system architecture. The input sequence is given and the length, disulfide bond, space 
group are extracted for the input sequence from PDB. Grouping of proteins is performed by clustering 
techniques. In this work, a Refined Markov clustering algorithm is proposed for clustering the mycobacterium 
tuberculosis protein sequences. 

B. Clustering process  
The algorithm is intended to find a sequence of object K called medoids that are centrally located in 

clusters. The goal of the algorithm is to minimize the average dissimilarity of objects to their closest selected 
object K. A concept is pertinent, if and only if, it minimize the Shannon entropy. The Shannon entropy of a 
concept Ci= (Ai,Bi) is defined by: 

                                      ℎሺܥ௜ሻ = 	−	∑ ௡ೖ௡೔௡௜ୀଵ ∗ log ቀ௡ೖ௡೔ቁ                                                                               (1) 

Where n is the number of the sequences, ni is the number of data of Ai,	݊௞ is the number of data of Ai 
that belongs to the sequence ƒk, where 1≤ k ≤ n (10).  Medoids for each cluster are calculated by finding object i 
within the cluster that minimizes 

                                              ∑ ݀ሺ݅, ݆ሻ௝∈௖೔                                                                                                           (2) 

Where Ci is the cluster containing objects i and d (i; j) is the distance between objects i and j (11). Each 
node in the graph corresponds to a protein sequence and the weight on each edge corresponds to the similarity 
between two protein sequences it connects (12).  ௜ܹ௝  is the similarity between two points Si and ௝ܵ then 

     																							 ௜ܹ௝ = ݌ݔ݁ ቀିௗమ൫ௌ೔	,ௌೕ൯ఙమ ቁ                                                                                                      (3) 
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              Where ݀ = ൫ ௜ܵ	, ௝ܵ൯ denotes the Euclidean distance between two points Si and ௝ܵ.  The parameter	ߪ	 
controls the width of the neighborhood (13). The average F-score of the entire clustering C is defined as the 
average of the F-scores of all the clusters, weighted by their sizes (14). 

.݃ݒܣ                                   ሻܥሺܨ = ∑ |஼೔|∗೔ ிሺ஼೔ሻ∑ |஼೔|೔                                                                                                (4) 

Recently, large data sets of protein-protein interactions (PPI) which can be modeled as PPI networks 
are generated through high-throughput methods.  The neighborhood graph of v ∈ V consists of v which denotes 
all its neighbours and the edges among them. It is defined as Dv = (V’, E’), in which V ‘= {v} ∪ {u|u ∈ V, (g, v) 
∈ E}, and E’ = {(gi, uj)|(gi, uj) ∈ E, gi, uj ∈ V’} (15).  The neighbor affinity NA (A, B) of two clusters i.e. A = 
(VA, EA) and B = (VB, EB) is defined in Equation (5), for measuring their overlapping degree (16). 

,ܣሺ	ܣܰ                                   ሻܤ = 	 |௏ಲ∩	௏ಳ|ଶ|௏ಲ|×	|௏ಳ|                                                                                    (5) 

C. Refined Markov clustering Algorithm 
Markov clustering (MCL) has been used for clustering biological networks—for instance clustering 

protein–protein interaction (PPI) networks to identify functional modules. However a limitation of MCL and its 
variants (e.g. regularized MCL) is that it only supports hard clustering often leading to an impedance mismatch 
given that there is often a significant overlap of proteins across functional modules. In this paper Refined 
Markov clustering Algorithm (RMCA) is proposed to reduce the overlapping clusters.   

The parameters are same as MCL except introducing the penalty ratio β including the usage of 
parameters l and p. The resulting clustering from iterative execution of R-MCL contained several redundant and 
low-quality clusters and those clusters have been removed and tested using quality function denoted by q. We 
remove all clusters whose q value is below a user-specified threshold ω. The value of ω depends on q and the 
network’s property. Furthermore all clusters whose size is ≤2 are also removed. 

After removing low-quality clusters, it is examined whether each cluster is redundant or not in the 
descending order of its q value. A cluster cj is removed if there exists a cluster xi that qf(xi)>= q (cj) and DA 
(xi,xj )>p, where p is another user-specified threshold and DA is neighborhood affinity. 

൫ܣܦ                                                      ூܺ, ௃ܺ൯ = |௑಺∩௑಻||௑಺|∗|௑಻|                                                                             (6) 

Thus, b is used to control the degree of overlap among clusters. The higher b produces higher 
overlapped clusters and vice versa. If ω becomes larger and b is decreased, the post-processing removes more 
clusters and hence so the remaining high-quality clusters can precisely mismatch. On the other hand, less ω and 
larger b result in more clusters. The resulting clusters can identify more functional modules; however, the result 
contains relatively redundant and low-quality clusters and therefore so a number of resulting clusters cannot 
precisely mismatch functional modules.  

In proposed RMC method, there is no need to specify the predefined number of clusters. It 
automatically determines the numbers of cluster and outliers. Outliers are the proteins that are not assigned to 
any cluster i.e. too different from other proteins. Clusters partitioned by proposed method RMC are having high 
intra cluster similarity and high inter cluster variation. 

III. EXPERIMENTAL RESULTS 

A. Datasets  
To assess the performance of the proposed work and compare it with the existing methods, the dataset 

used here is Tuberculosis proteins.  These proteins were divided into three types of datasets based on 
sequence length. First Dataset includes the proteins with the sequence length 100 to 199.  Second Dataset 
includes the proteins with length 200 to 299. Third Dataset includes the proteins with length 300 to 399. 
Fourth Dataset includes the proteins with length 400 to 499. 
B. Results and discussion  

The clustering performance was assessed using two different methods and execution time.   The first 
method named as similarity index is defined as the ratio between the overall within-cluster similarity and the 
overall between-cluster similarity.  Based on this method, a good data clustering results in high intra cluster 
similarity and low inter cluster similarity.  To find the overall within-cluster similarity, the similarity within 
each cluster is calculated as the average distance between each protein in the cluster and then averaged for 
all clusters.  The between-cluster similarity is obtained by averaging the distance between each pair of 
clusters. Each single between-cluster similarity is calculated by averaging the distance between each pair of 
protein from the two clusters.  
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The correlation coefficient is denoted as r and calculated by using the Eq. 7.  Where n is the number of 
data points, x and y are the pair of data points. 

                                        ࢘ =                                                                 (7)	ሺ∑࢟૛ሻିሺ∑࢟ሻ૛	࢔ට	ሺ∑࢞૛ሻିሺ∑࢞ሻ૛	࢔ሺ∑࢞ሻሺ∑࢟ሻට	ି	࢟࢞∑	࢔

Second validation index named as partition index is defined as the average between the overall within-
cluster variability and the overall between-cluster distance.  Based on this validation index, a good data 
clustering results in low intra cluster variation and high inter cluster variation.  To find the overall within-cluster 
variation, the variation within each cluster is calculated as the average of standard deviation between each 
protein in the cluster and then averaged for all clusters.  The between-cluster variation is obtained by averaging 
the standard deviation between each pair of clusters. Each single between-cluster distance is calculated by 
averaging the standard deviation between each pair of protein from the two clusters. 

The standard deviation is denoted as S and calculated by using the below formula.  Where n is the 
number of data points, ݔ	ഥ is the data point and xi is the average of data points. 

ݏ                                             = 	ට ଵ௡ିଵ	∑ ሺݔ௜ − ሻଶ௡௜ୀଵݔ̅                                                                            (8) 

 According to the similarity index analysis, the proposed method RMC outperforms the other three 
algorithms.  Also, in partition index analysis, RMC produces the best result than other algorithms.  Fig. 2 shows 
Similarity index based on correlation co-efficient. Fig. 3 shows Similarity index based on standard division. 
Fig.4 Shows Partition index based on correlation co-efficient. Fig. 5 shows Partition index based on standard 
division. 

 
Fig. 2. Similarity index based on correlation co-efficient 

 
Fig. 3. Similarity index based on standard division 
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Fig. 4. Partition index based on correlation co-efficient 

 
Fig. 5. Partition index based on standard division 

 
Fig. 6. Execution time (ms) of clustering algorithms for four datasets 

The execution time of protein sequence using RMC algorithm was compared with other algorithms. In 
few cases the execution time of RMC increases when compared with Fast Connected Component, Spectral 
Meli-Shi, and Spectral Normalized-cut algorithm. Especially RMC performs better when compared to other 
clustering algorithms. 

IV. CONCLUSION 

The analysis of protein sequence is a kind of computation driven science which rapidly increases the size of 
biological data. The proposed method reduces the execution time for the analysis of Mycobacterium 
tuberculosis protein. According to the clustering validation and comparison results, the proposed algorithm 
performs better than other algorithms. Implementation of the clustering process offers the fast execution time 
and better performance.  The proposed clustering technique can be easily extended to any other applications 
different from protein sequence analysis. Further research involves the improvement of the disulfide bond and 
space group for the Mycobacterium tuberculosis protein. 
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