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Abstract— An automated system is used for fast human face recognition. The 2DFLD algorithm is tested 
on the various databases. PCA algorithm is tested on various databases.  As the face system is totally non-
intrusive, existing security of face recognition system are more effective without bothering the user in any 
way. The 2DFLD approach is compared with the standard PCA. The 2DFLD is used for recognizing face. 
In 2DFLD algorithm an optimal subset of features are used that gives a better results than PAC. The 
2DFLD algorithm is faster as compare to PCA. 

Keywords— Face recognition, Two-dimensional fisher’s linear discriminate (2DFLD), Principal Component 
Analysis (PCA), Eigenface. 

I. INTRODUCTION 

In pattern recognition important and active topic is Face Recognition. It is also a key technology widely 
applied in computer vision. In ancient, face recognition is treated as a supervised learning, i.e., classifiers are 
trained by a set of prepared face images associated with Persons and then new face images are recognized by use 
of the classifiers. Real time face recognition for and complex real-world environments has garnered tremendous 
attention for student and give the attendance daily means online attendance system as well as security system 
based on face recognition. From last few decades, automated face recognition system is a big challenging 
problem and has gained much attention. There are many approaches in this field. Many algorithms proposed to 
identify and recognize human being face form given dataset. The recent development, fast processing capacity 
and high accuracy facilitated us in this face recognition field. The direction to include learning techniques in the 
complex computer vision technology the efforts are also going in. There are so many existing systems to identify 
faces and recognized them. But the existing automated face detection systems are not so efficient for 
identification and recognition [1]. A lot of research work is going in this direction to increase the visual power of 
computer and face recognition technologies. In the development of visual and vision system there are lots of 
scopes. But there are difficulties in the path such as high processing power for retrieval from a huge image 
database and development of efficient visual feature extracting algorithms [4]. 

As face system is totally non-intrusive, face recognition systems are a perfect enhancement to existing 
security systems. In many special aspects and cases of security requirements, face recognition affords significant 
advantages over traditional key based systems. In the cases like carjacking, the car will have a system for 
automatically recognizing the identity of its owner and other drivers which are designated to drive the car. The 
face system will instantly recognize the new driver as an unauthorized driver and can then disengage the 
transmission of the car. Face systems can also recognize a wide range of other security issues including anything 
that a normal camera system would be used for [2][3]. 

As image is a complex high dimension matrix and processing matrix operation is not so fast and perfect. 
Hence, this direction us to handle with a huge image database and focus on the new algorithms which are more 
real-time and more efficient with maximum percentage of accuracy. Efficient and effective recognition of human 
face from image databases is now a requirement. Face recognition is a biometric method for identifying 
individuals by their features of face. Applications of face recognition are widely spreading in areas such as 
criminal identification, security system, image and film processing. From the sequence of image captured by the 
capturing device, in our case camera, the goal is to find the best match in the database. Using pre-storage database 
it can identify or verify one or more identities in the scene. The general block diagram for face recognition system 
is having three main blocks, the first is feature extraction, second is classification and the third face recognition. 
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Table 1 comparison of PCA and 2DFLD in terms of Average Recognition Rate 

Extracting  Features 
Methods 

The Average Recognition 
Rate % 

PCA 90.27 
2DFLD 97.33 

VI. CONCLUSION: 

Face recognition technology is applied to automotive security. Because the face system is totally nonintrusive, 
it can therefore make an existing security system more effective without bothering the user in any way. 
Developing a robust and practical face recognition system for auto security is difficult task. The 2DFLD and PCA 
based system are performing better for face recognition. 2DFLD for image feature extraction presented, which 
outperform the features extracted by the PCA. Average recognition rate of 2DFLD is higher than PCA. 
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