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Abstract— Maintain confidentiality, privacy and security research in data mining (PPDM) is one of the 
biggest trends. Recent advances in data collection, data dissemination and related technologies have 
inaugurated a new era of research where existing data mining algorithms should be reconsidered from a 
different point of view, this of privacy preservation.  We propose a simple PCA based transformation 
approach for various datasets to preserve privacy and maintain accuracy based on clustering. A privacy 
soil, the proposal to convert the data into nature, conservation saves. The accuracy of clustering before 
and after privacy preserving transformation was estimated. 
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I.  INTRODUCTION 

Data Mining efficiently discover valuable, non-obvious information from large datasets, is particularly 
vulnerable to abuse. A fruitful future research leadership in data mining is the development of technology that 
incorporates the concern for privacy. A recent survey of web users 17% of respondents as privacy 
fundamentalists, the unclassified data on a site, even if privacy measures are in place [1]. A more recent study of 
web users found that 86% of respondents believe that information for participation in benefits programs is a 
matter of individual choice privacy [2].Nowadays organisms around the world are dependent on mining gigantic 
datasets. These datasets typically contain delicate individual information Inevitably All is exposed to the various 
parties. Consequently privacy issues are constantly in the limelight and the public dissatisfaction May well 
threaten the exercise of data mining. It is of great importance used technical security to protect the 
confidentiality of individual values for data mining for the development of appropriate Malthus. 

There is much research on privacy-preserving data mining (PPDM) [6] malfunctioning, randomization 
and secure multi-party system based calculations. More recently, there has been much research on anonymity 
Including k-anonymity and l-diversity. As a result, we now have numerous privacy and anonymity preserving 
algorithms. 

Many government agencies, businesses and non-profit organizations to support their short-and long-
term schedule activities, to collect for a way to store, analyze and report data on persons, households or 
businesses looking. Information systems therefore contain confidential information such as social security 
numbers, income, credit ratings, type of illness, customer purchases, etc., that 'need to be adequately protected. 
With the Web revolution and the emergence of data mining, have privacy concerns provided technical 
challenges fundamentally different from those that occurred before the information age [3]. 

              The understanding of privacy in data mining requires understanding how privacy can be 
violated [5], the can means clustering and clustering on the prevention of invasion of privacy. Usually carries a 
significant factor in breach of Private in data mining :the misuse of data. Users' privacy can be violated in 
different ways and with different intentions. Although data mining can be very useful in many applications, it is 
also on the lack of adequate safeguards may violate informational privacy. Privacy can be violated are when 
personal data for other purposes after the original transaction brokers are an individual and an organization if the 
information was collected, used. Malthus when personal data are exposed to mining, the attribute values 
associated with private persons and must be protected from disclosure. 

Users' privacy can be violated in different ways and with different intentions. Although data mining 
can be extremely valuable in many applications it can also, in the absence of adequate safeguards, violate 
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informational privacy. Privacy can be violated if personal data are used for other purposes subsequent to the 
original transaction between an individual and an organization when the information was collected. Thus, when 
personal data are subjected to mining, the attribute values associated with individuals are private and must be 
protected from disclosure [4]. 

One of the sources of privacy violation is called data magnets. Data magnets are techniques and tools 
used to collect personal data.  Examples of  data  magnets include  explicitly collecting information through on-
line registration, identifying users through IP addresses, software downloads that require registration, and 
indirectly collecting information for secondary usage. In many cases, users may or may not be aware that 
information is being collected or do not know how that information is collected. In particular, collected 
personal data can be used for secondary usage largely beyond the users’ control and privacy laws. This 
scenario has led to an uncontrollable privacy violation not because of data mining itself, but fundamentally 
because of the misuse of data. 

Securing against   unauthorized accesses has been a long-term goal of the database security   research 
community and the government research statistical agencies. Solutions to such a problem require combining 
several techniques and mechanisms.  In an environment where data have different sensitivity levels, this data 
may be classified at different levels, and made available only to those subjects with an appropriate clearance. 

Clustering is a well-known problem in statistics and engineering, namely, how to arrange a set of 
vectors (measurements) into a number of groups (clusters). Clustering is an important area of application for a 
variety of fields including data mining, statistical data analysis and vector quantization. The problem has been 
formulated in various ways in the machine learning, pattern recognition optimization and statistics literature. 
The fundamental clustering problem is that of grouping together (clustering) data items that are similar to each 
other. Given a set of data items, clustering algorithms group similar items together. Clustering has many 
applications, such as customer behavior analysis, targeted marketing, forensics, and bioinformatics [7]. 

Small companies have recognized the value in data, especially with the introduction of the knowledge 
discovery process. However, small companies do not have enough expertise for doing data analysis, although 
they have good domain knowledge and understand their data. 

II. PRINCIPLE COMPONENT ANALYSIS 
In this work Principal Component Analysis (PCA) is used for transforming the multidimensional data 

into lower dimensions. PCA is a standard tool in modern data analysis [6].PCA assumes that all the variability 
in a process should be used in the analysis therefore it becomes difficult to distinguish the important variable 
from the less important A data set x i , ( i = 1, ... , n )  is  summarized  as  a  linear  combination  of orthonormal 
vectors (called principal components): 

f (x,V) = u + (xV)VT
 

Where f (x, V) is a vector valued function, u is the mean of the data {x i} and V is a d × m matrix 
with orthonormal columns.  The mapping zi = xi V provides a low-dimensional projection of the vectors x i if m 
< d 

The PCA estimates the projection matrix V minimizing 

 
The first principal component is an axis in the direction of maximum variance. Principal components 

have the following optimal properties in the class of linear functions f (x, V): 
The principal components Z provide a linear approximation that represents the maximum variance of 

the original data in a low-dimensional projection. They also provide the best low-dimensional linear 
representation in the sense that the total sum of squared distances from data points to their projections in the 
space is minimized.If the mapping functions   F  and  G   are  restricted  to  the  class  of  linear functions, the 
composition F(G(x)) provides the best (i.e., minimum empirical risk) approximation to the data. PCA is most 
appropriate for normal / elliptical distributions (where linear PCA approach provides the best possible solution) 

Consequently, Principle Component Analysis (PCA) replaces the original variables of a data set with 
a smaller number of uncorrelated variables called the principle components. If the original data set of 
dimension D contains highly correlated variables, then there is an effective dimensionality, d < D, that explains 
most of the data. The presence of only a few components of d makes it easier to label each dimension with an 
intuitive meaning. Furthermore, it is more efficient to operate on fewer variables in subsequent analysis. 

III.  RESULTS AND DISCUSSION 
Series of experiments were performed over define sliding window size (w) in order to evaluate the 

clustering accuracy. Our evaluation approach focused on the overall quality of generated clusters after dataset 
perturbation. 

Experiment was based on following steps 

 Setup each dataset as stream in MOA framework. 
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 Define sliding window (w) over the data stream to evaluate measures and cluster membership matrix.  

 Modified all the instances in sliding window by applying our proposed data perturbation method to 

protect the sensitive attribute value. 

 K-Means clustering algorithm is used to find the clusters for our performance evaluation. Our selection 

was influenced by (a) K-Means is one of the best known clustering Algorithm and is scalable. 

(b)Number of cluster to be find from original and perturbed dataset was taken same as number of 

cluster. 

 Compare how closely each cluster in the perturbed dataset matches its corresponding cluster in the 

original dataset. We expressed the quality of the generated clusters by computing the F-measure. 

Experiments were performed to measure accuracy while protecting sensitive data. We here presents 
two different results, one is corresponding to clustering accuracy in terms of membership  matrix which was 
manually derived from clustering result and another represent corresponding graph  for F1_P(precision) and 
F1_R(Recall)  measures. 

Table 3.1 shows datasets configuration to determine the accuracy of our proposed method. We 
configured each dataset to determine 5 and 3 clusters using K-Means clustering algorithm. Table 3.2, 3.3 shows 
the membership matrix obtained while clustering the perturbed attributes of Bank Management dataset 
respectively. Each Matrix representing 5 and 3 clusters scenario for true dataset and perturb dataset. True dataset 
clustering gives information about no. of instances are actual classified in each cluster where as perturb dataset 
clustering showing result of  correct assignments after attributes data perturbation and percentage of accuracy 
achieved. 

Dataset Name Total instances Instances processed Attributes protected 

Bank Managemant 45210 45k Age,Balance,Duration 

Table 3.1: Dataset configuration to determine accuracy based on Membership Matrix. 

 

Table 3.2: Resultant accuracy of 5-Cluster 

 

Table 3.3: Resultant accuracy of 3-Cluster 

Here we represent the accuracy of our method by evaluating the clustering measure provided with 
MOA framework. We focused on two important measures F1_P and F1_R. F1_P determine the precision of 
system by considering the precision of individual cluster. F1_R determine the recall of system, which take into 
account the recall of each cluster. Results are presented in terms of graphs for each modified attribute. Each 
graph contains the measure we obtained when original data is processed without applying privacy preserving 
method and when data is undergone through our proposed privacy preserving method. K-Means is applied in 
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order to evaluate both cases by keeping number of clusters fix (K=5, K=3). Instances are processed in defined 
sliding window size. 

  
Figure 3.1: Accuracy on attribute Age in Bank Management with 5-Cluster 

  
Figure 3.2: Accuracy on attribute Balance in Bank Management with 5-Cluster 

  
Figure 3.3: Accuracy on attribute Duration in Bank Management with 5-Cluster 
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Figure 3.4: Accuracy on attribute Age in Bank Management with 5-Cluster 

  
Figure 3.5: Accuracy on attribute Balance in Bank Management with 5-Cluster 

  
Figure 3.6: Accuracy on attribute Duration in Bank Management with 5-Cluster 
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Figure 3.7: Accuracy on attribute Age in Bank Management with 3-Cluster 

  
Figure 3.8: Accuracy on attribute Balance in Bank Management with 3-Cluster 

  
Figure 3.9: Accuracy on attribute Duration in Bank Management with 3-Cluster 
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Figure 3.10: Accuracy on attribute Age in Bank Management with 3-Cluster 

 
Figure 3.11: Accuracy on attribute Balance in Bank Management with 3-Cluster 

  
Figure 3.11: Accuracy on attribute Duration in Bank Management with 3-Cluster 

IV. CONCLUSION 

The proposed privacy preserving paradigm has been successfully implemented in java and evaluated using 
Massive Online Analysis (MOA) under Windows 7 operating system. The arrived results were more significant 
and promising.  The proposed method can be used to hide valuable information while presenting it on a publicly 
accessible place like internet.  Further, the proposed model can be used to multi party collaborative clustering 
scenario. Some of the results of earlier works have shown, accuracy sometimes suffers as a result of security. But 
in the proposed method, the accuracy has been preserved and in some cases, the accuracy was almost equal to 
that of original data set. 
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