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Abstract:  
The key behind the research represent in this paper is to understand the behavior of the particle swarm 
algorithm. This study proposes guaranteed convergence Particle Swarm Optimizer (GCPSO) with various 
topologies. The proposed GCPSO has evaluated the topology such as GBest, LBest, and Von Neumann 
Topology. It would be the most appropriate for different benchmark function such as  Quadratic, Rosenbrock  , 
Rastrigin, Griewank, Ackley, Shaffer’s f6 for guaranteed coverage using GCPSO, faster convergence  and to 
find better local optima (local PSO) for large no of particle swarm for unimodel and multimodel functions.  
There are several parameters that need to be defined in order to successfully use on PSO and GCPSO to solve a 
given problem.  
Keywords: GCPSO, GBest, LBest, and Von Neumann Topology etc.  

1.0 Introduction  

Optimization is the process of trying to find the best possible solution to an optimization problem 
within a reasonable time limit. Particle swarm optimization is a population based stochastic optimization 
method, which was first introduced by James Kennedy and Russell C. Eberhart. This technique was inspired by 
social behavior of bird flocking and fish schooling. This kind of social optimization can be simulated by a 
particle swarm.   
 The PSO algorithms is iterative and involves particles considering the behavior of swarms in the 
nature, such as birds, fish, etc. developed the PSO algorithm. The PSO has particles driven from natural swarms 
with communications based on evolutionary computations. PSO combines self-experiences with social 
experiences. In this Algorithm, a candidate solution is presented as a particle. It uses a collection of flying 
particles (changing solutions) in a search area (current and possible solutions) as well as the movement towards 
a promising area in order to get to a global optimum. 

A problem is given and its’ fitness function (way to evaluate a proposed solution). It is defined a social 
network by setting to each individual a neighborhood. Then a population of individuals is randomly initialized 
and is set to be the problem solutions.  

2.0 PSO Setting 

The equations for updating the position and the velocity of a particle are the following: 
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Where, 
 k is a unit pseudo time increment (iteration number) 
ω is a real number 
c1,c2  are real numbers usually  c1 =c 2 =2. 
r1

i 
K , r2

i 
K  two real random numbers between 0 and 1. 
The purpose of this paper is to determine whether the GCPSO is benefited from the effect of 

neighborhoods. This paper present the results of the experiments conducted and compared with the standard 
PSO. Three neighborhood topologies are applied to GCPSO and standard PSO tested on a variety of benchmark 
function. This paper represented results of experiments conducted and compares these results with standard 
PSO. 

In this study, we propose GCPSO with various neighborhood topologies. We apply GC-PSO to the 
various network topologies as lbest, gbest and vonneumman. GC-PSO with various topologies is applied to 
eight test functions which are unimodal and multimodal. We investigate their behaviors and evaluate what kind 
of topology would be the most appropriate for each function 
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2.1 The behavior of the algorithm. 

To this goal, it was decided to create a large number of sociometries and to evaluate their effect on the 
performance of the algorithm using a well-known series of benchmarks used in numeric optimization. These 
graphs were tested on following functions: 

3.0 Selected Benchmark Functions 

3.1 Sphere function: 

This function is very simple. Any algorithm capable of numeric optimization should solve it without 
any problem. Its simplicity helps to focus on the effects of dimensionality in optimization algorithms. It is 
nonlinear, unimodal function with its global minimum located at  
x = <0. . . 0> with f(x) = 0. This function has no interaction between its variables and gradient information 
always points toward the global minimum. 
           n 

f(x)=  ∑    xj 2     (3)              

           j=i 

Where  

│xj│≤ 100.0 and f(x*)=  f1(0,0…….,0)=0.0 
3.2 Quadratic Function   

Study of optimization problem is simplest for optimization of quadratic form, it distinguish maxima 
and minima in economic optimization problem. A standard quadratic optimization problem (StQP) consists of 
finding the largest or smallest value of a (possibly indefinite) quadratic form.  
            n        i 
f(x)=  ∑    (  ∑  xj  ) 2                   (4) 
           i=1    j=i 
3.3 Ackley Function:  

Ackley has an exponential term that covers its surface with numerous local minima. The complexity of 
this function is moderated. An algorithm that only uses the gradient steepest descent will be trapped in local 
optima, but any search strategy that analyses a wider region will be able to cross the valley among the optima 
and achieve better results. In order to obtain good results for this function, the search strategy must combine the 
exploratory and exploitative components efficiently. 

 f(x)=  -20 exp  (-0.2  ටଵ     ∑ xj 2ୀଵ   ) – exp ( ଵ ∑ cos2πxkୀଵ  ) +20+e  (5)                    

Where  
│xj│≤ 32.0 and f(x*)=  f (0,0…….,0)=0.0 
3.4 Rosenbrock Function: 

Rosenbrock function is a non-convex function used as a performance test problem for optimization 
algorithms introduced by Howard H. Rosenbrock in 1960.  

The global optimum is inside a long, narrow, parabolic shaped flat valley. Since it is difficult to 
converge the global optimum, the variables are strongly dependent, and the gradients generally do not point 
towards the optimum, this problem is repeatedly used to test the performance of the optimization algorithms. 

  (6) 

Where  

 30.0,  

And  
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3.5 Rastrigin Function:  

The Rastrigin function is a non-convex function used as a performance test problem for optimization 
algorithms. It is a typical example of non-linear multimodal function. It was first proposed by Rastrigin as a 2-
dimensional function and has been generalized by Mühlenbein. This function is a fairly difficult problem due to 
its large search space and its large number of local minima. The function is multimodal. The locations of the 
minima are regularly distributed. The difficult part about finding optimal solutions to this function is that an 
optimization algorithm easily can be trapped in a local optimum on its way towards the global optimum.  

 (7) 

Where  

 5.12,  

And 

 

3.6 Schwefel Function 

The surface of Schwefel function is composed of a great number of peaks and valleys. The function has 
a second best minimum far from the global minimum where many search algorithms are trapped. Moreover, the 
global minimum is near the bounds of the domain. 

        (8) 

3.7 Griewank-  
This function is strongly multi-modal with significant interaction between its variables, caused by the 

product term. This function has the interesting property that the number of local minima increases with 
dimensionality. However, the influence of the product term also diminishes dramatically in these circumstances.  
 

 

Fig. 4.1: lbest Topology 

4.0 Selected Topology Used 

The most important discovery was a significant difference between the different topologies. To make 
sure that these results were not only due to chance, we compared both measures and correlation was very high, 
indicating that there really was a relationship between topologies and performance. 
4.1 Neighborhood Topologies  

In the original PSO, two different kinds of neighborhoods were defined for PSO:  
• In the lbest swarm topology include only K nearest neighbors this form ring like topology known as 

circle topology, only a specific number of particles (neighbor count) can affect the velocity of a given 
particle. The swarm will converge slower but can locate the global optimum with a greater chance. 
The Von Neumann topology connects the particle in grid network structure where each particle is 

directly connected to four neighbors from above, below, to the left, to the right. 

Prof. Mrs. R.A.Pimpale / International Journal of Computer Science & Engineering Technology (IJCSET)

ISSN : 2229-3345 Vol. 3 No. 12 Dec 2012 599



 

Fig. 4.2  Von Neumann topology 

In the gbest swarm topology, all the particles are neighbors of each other; thus, the position of the best 
overall particle in the swarm is used in the social term of the velocity update equation. It is assumed that gbest 
swarms converge fast, as all the particles are attracted simultaneously to the best part of the search space. 
However, if the global optimum is not close to the best particle, it may be impossible to the swarm to explore 
other areas; this means that the swarm can be trapped in local optima. 

 

Fig 4.3:  gbest topologyThe swarms with the different neighborhoods were used to optimize several known functions 
and a statistical analysis was carried out over several dependents: best result at 200 iterations, number of 
iterations needed to meet the stopping criteria and whether the stopping criteria were met or not. 
4.2 Methodology  

Here methodology implied is practical, The PSO implementation was written in Eclipse. To evaluate 
the performance of optimization algorithms in a given problem, it is necessary to gather enough data to perform 
a statistical analysis with a certain degree of accuracy. It is important to have enough statistical power to be able 
to perform any kind of statistical inference. 

According to the central limit theorem, the mean of a given population can only be approximated by 
the normal distribution when the sample size is 200000 (particles).  

5.0 Experiments and Discussion 

5.1 PSO parameter 

 
Table 5.1: PSO parameter 

Maximum fitness evaluation is 200000 (particles) and iteration is 200 for particle swarm optimization  
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Table 5.2:  PSO topology used for different function 

 
Fig. 5.1 PSO topology graph used for different function 

Maximum fitness evaluation is 200000 (particles) and iteration is 200 for Guaranteed coverage particle swarm optimization  

 
Table 5.3:  GCPSO Topology values for different  functions 
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Fig 5.2 GCPSO Topology graph  for different  functions 

 
Fig 5.3 GCPSO Topology graph  for different  functions 

The PSO implementation was written in Eclipse. For purposes of comparison, all the simulations use 
the same parameter settings for the PSO implementation except the inertia weight w and maximum velocity 
allowed. The population size (number of particles) is 200000. The dynamic range for each element of a particle 
is defined as (-100, 100), that is, the particle cannot move out of this range in each dimension and thus Xmax = 
100. The maximum number of iterations allowed is 20000. If the PSO implementation cannot find an acceptable 
solution within 2000 iterations, it is ruled that it fails to find the global optimum in this run. 
5.2 Combining Results From the Functions 

The goal of this study is to find an algorithm that is able to maintain a good performance over all 
problems one may wish to solve. One of the common errors observed when demonstrating the capabilities of an 
algorithm is the use of a set of problems that is not representative of all the difficulties encountered in function 
optimization. This sometimes hides some of the vulnerabilities of the algorithm. For instance, if no functions are 
used with an abundance of local minima, it is impossible to measure the robustness of the algorithm to 
premature convergence. 

When using many functions, results are usually presented independently on each of the functions used 
and there is no methodology to conclude which of the approaches has a good performance over all the functions. 
However, this considerably complicates the task of evaluating which approach is the best. 
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Fig 5.1: Ackley Function performance 

In Ackley function it was observed that psolbest, gcpso-lbest and gcpso-vn has same function 
performance value and pso-vn had a best performance function. 

 

Fig. 5.2: Spherical Function performance 

In spherical function Evaluation performance gbest toplogy for pso and gcpso is best topology. An 
algorithm capable of finding a good result on the Sphere function is definitely a good choice for global optima. 
So we need to implement it on some data for further processing.  

It is not possible to combine raw results from different functions, as they are all scaled differently. For 
instance, almost any decent algorithm will find a function result less than 0.11 on griewank–gcpso function, but 
a result of 0.06 on Rosenbrock is considered good 

There are several approaches available to combine the function out puts. One that was used in most of 
the papers (Kennedy and Mendes, 2002; Mendes et al., 2003b; Kennedy and Mendes, 2003; Mendes et al., 
2003a; Mendes et al., 2004) was standardization. In this approach, the combination of function outputs is 
performed by standardizing the results of each function to a mean of 0.0 and standard deviation of 1.0.  Results 
from all the trials for a single function are standardized to the same scale; as all of these problems involve 
minimization, a lower result is better, and after standardization that means that a negative result is better than 
average. After standardizing each function separately, we can combine them and find the average for a single 
condition. A standardized result Xs is computed according to formula, where μ is the average of the values and 
_ is the standard deviation. 
Xs = X − μ 
This may seem to depart from what was said in the previous section. When combining the results from different 
measures, some of the precision is lost. The reason for doing this is to have some way of combining the results 
obtained in different functions so as to have a way of comparing algorithms among themselves. 
If this measure is considered alone, then it should be regarded with great care. It should not be taken as an 
absolute truth, e.g., as a definite proof that one algorithm is better than another. 

6.0 Conclusions 

In this paper, we have analyzed the impact of the inertia weight and maximum velocity allowed on the 
performance of PSO. A number of experiments have been done with different inertia weights and different 
values of maximum velocity allowed. It is concluded that when Vmax is small (<= 2 for the f6 function), an 
inertia weight of approximately 1 is a good choice, while when Vmax is not small (>= 3), an inertia weight w = 
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0.8 is a good choice. When we lack knowledge regarding the selection of Vmax, it is also a good choice to set 
Vmax equal to Xmax and an inertia weight w = 0.8 is a good starting point. Furthermore if a time varying inertia 
weight is employed, even better performance can be expected. 

Even though good experimental results have been obtained in this paper, different benchmark problem 
has been tested. The selection of the inertia parameter and maximum velocity allowed may be problem-
dependent. To fully justify the benefits of selecting parameters as described in this paper, more problems need to 
be tested. By doing so, a clearer understanding of PSO performance will be obtained.  

In unimodel optimization the stability of lbest topologies was poor for PSO. In multimodal 
optimization, neighborhood is desirable for larger area of search space being explored, it was noticed that 
VonNeumann topology should display better performance for PSO. Sphere function is definitely a good choice 
for guaranteed coverage of global minimum particle swarm optimization as well as global optima for particle 
swarm optimization   
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