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Abstract— Soft Computing is a multidisciplinary field originally proposed by Dr. Lotfi Zadeh. It is the 
fusion of methodologies designed to model solution to real world problems that are otherwise difficult to 
model mathematically. Fuzzy Logic, Neural Network and Evolutionary Computation are main 
constituents of Soft Computing. Soft computing techniques have been successfully implemented in past to 
solve a number of problems including forecasting. Forecasting of Crime is an interesting subject, though 
meagerly used in law enforcement. Fuzzy time series methods for forecasting of student enrollment at 
University of Alabama have been used by many researchers in past. In this paper, we investigate the 
applicability of fuzzy time series technique for crime prediction.  
Keywords- Soft computing, Time series, Crime, Fuzzy logic, Forecasting 

I.  INTRODUCTION 
The increasing volume of crimes has been one of the serious issues for police. In order to strengthen the 

public security, the police maintains crime database. Police use this database to examine criminal phenomena 
and related factors of past incidents, so that crime prevention strategies can be framed and implemented. The 
analysis of crime data may help to understand the behavior of the trend over time and future values may be 
predicted from past observations. Time series forecast is one of the most important tools for research in the field 
of social sciences and forecasting has become one of the most integral parts of everyday life in all societies. 
Crime prediction is an emerging approach in criminal justice studies and criminological research. By reviewing 
historical data over time, researchers, criminologists and justice practitioners can better understand the pattern of 
past behavior of crime variables and better predict the future crime behavior [1]. The time series forecasting 
methods have been used in very wide areas including finance, business, science and engineering, and many 
interdisciplinary areas. Normally, forecasting is made from historical data. The research activity in the area of 
combined application of intelligent computing technologies was initiated by Zadeh (1994) who first used the 
term soft computing, which he defined as a “collection of methodologies that aim to exploit the tolerance for 
imprecision and uncertainty to achieve tractability, robustness, and low solution cost” [2]. Soft computing is a 
collection of techniques which uses the human mind as a model and aims at formalizing our cognitive processes, 
which are subject to operate in an uncertain and imprecise environment. The soft computing approach helps in 
study of, complex phenomena and builds a low cost and analytic model with complete solutions. The main 
constituents of soft computing are Fuzzy logic, Neural network and Evolutionary computing. The forecasting 
models can be made using any of these constituents of soft computing or their combination. The term “fuzzy” 
was introduced by Zadeh (1965) in his paper on fuzzy sets, where a new mathematical discipline, fuzzy logic, 
based on the theory of fuzzy sets, was presented [3]. Soft computing differs from conventional (hard) computing 
in that, unlike hard computing, it is tolerant of imprecision, uncertainty, partial truth, and approximation [4].  
The Fuzzy Time Series concept was first proposed by Song and Chissom [5]. The high computational overheads 
are the main drawback of the fuzzy time series model developed by Song and Chissom. The forecasting 
methods based on fuzzy time series, have been used by many researchers in last two decades [5], [6], [7], [8], 
[10], [11], [12], [13] and [14]. While most researchers have concentrated on the University of Alabama student 
enrollment problem, others have applied fuzzy time series technique to forecast the TAIFEX and road accident 
etc. 

The present paper is focused at probing the applicability of fuzzy time series technique in crime prediction. 
We have utilized historic data of crime incidents (cases of murder in Delhi City) available at www.ncrb.gov.in  , 
to build and test our model. While most researchers have partitioned the universe of discourse into seven 
intervals, we have partitioned the universe of discourse into five, ten and twenty intervals in order to feel the 
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effect of partitioning. This study is aimed to get some reliable prediction for crime incidents for a lead year. The 
prediction may help the police and other law enforcement agencies in planning the crime prevention strategies. 
The rest of this paper is organized as follows. In Section 2, we review the concepts of time series and fuzzy time 
series. In Section 3, we present method to forecast crime enrollments based on fuzzy time series and show the 
experimental results. The conclusions are discussed in Section 4. 

II. BASIC CONCEPTS AND DEFINITIONS 
Time Series 

A time series is a time-ordered sequence of observation values of a physical or financial variable made at 
equally spaced time intervals Δt, represented as a set of discrete values x1, x2 , x3 , ..., etc. Traditionally, time 
series analysis is defined as a branch of statistics that generally deals with the structural dependencies between the 
observation data of random phenomena and the related parameters. The observed phenomena are indexed by time 
as the only parameter; therefore, the name time series is used. The analysis of a given time series is primarily 
aimed at studying its internal structure (autocorrelation, trend, seasonality, etc.), to gain a better understanding of 
the dynamic process by which the time series data are generated [15]. 
Fuzzy time series 

The Fuzzy time series forecasting was originally conceived by Song & Chissom and they proposed it in a 
series of papers to forecast student enrollments at the University of Alabama [5], [6], [9].  The Fuzzy time series 
models developed by Song and Chissom were associated with high computational overheads due to complex 
matrix operations. To reduce the computational overhead, Chen [7] simplified the process and proposed a 
simplified model that includes only simple arithmetic operations. 

 
Definition 1: Fuzzy Time Series 

Let Y(t) (t= …, 0,1,2,….), a subset of real numbers, be the universe of discourse on which fuzzy sets fi (t) (i 
= 1,2,…) are defined. If F(t) is a collection of f(t)(i=1,2,…), then F(t) is called a fuzzy time series on Y(t) (t = 
…, 0,1,2,….). 

 
Definition 2: Fuzzy Relation 

If there exists a fuzzy relationship R(t-1), t) such that F(t)=F(t-1) x R(t-1), t), where x represents an 
operator, then F(t) is said to be caused by F(t-1). The relationship between F(t) and F(t-1) is denoted by: F(t-
1)→F(t).  Examples of operators from literature are the max-min composition, the min-max composition and 
arithmetic operator. If F(t-1) = Ai and F(t) = Aj , the logical relationship between F(t) and F(t-1) is denoted by 
Ai→Aj , where Ai is called the left hand side and Aj, the right hand side of the fuzzy relation. The variable t 
denotes the time. For example, if t = 1995, the fuzzy relationship between F(t) and F(t-1) is given by F(1994)→ 
F(1995). Note that the right hand side of the fuzzy relation represents the future fuzzy set (forecast). Its crisp 
counterpart is denoted as Y(t). 

 
Definition 3: N-Order Fuzzy Relations 

Let F(t) be a fuzzy time series. If F(t) is caused by F(t-1), F(t-2), F(t-3),……, F(t-n), then this fuzzy 
relationship is represented by:  F(t-n),…..,F(t-2), F(t-1)→F(t). It is called an n-order fuzzy time series. The n-
order concept was first introduced by Chen. N-order based fuzzy time series models are referred to as high order 
models. 

 
Definition 4: Time-Invariant Fuzzy Time Series 

Suppose F(t) is caused by F(t-1) only and is denoted by F(t-1)→F(t), then there is a fuzzy relationship 
between F(t) and F(t-1) which is expressed as the equation: F(t) = F(t-1) x R(t-1, t). 
The relation R is referred to as a first order model of F(t). If R(t-1, t) is independent of time t, that is  for 
different times t1 and t2, R(t1, t1-1)=R(t2, t2-1), then F(t) is called a time-invariant fuzzy time series. Otherwise it 
is called a time-variant fuzzy time series. 
 
Definition 5: Fuzzy Relationship Group 

Relationship with the same fuzzy set on the left hand side can be further grouped into a relationship group. 
Relationship groups are also referred to as fuzzy logical relationship groups.  
Suppose there are relationships such that 

Ai→Aj1. 
Ai→Aj2. 
. . . . 
. . . . 
Ai→Ajn. 

then they can be grouped into a relationship group as follows:  Ai→Aj1, Aj2.. .. .. Ajn. 
The same fuzzy set cannot appear more than once on the right hand side or the relationship group. The step-by-
step procedure proposed by Chen[7] is listed as: 
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1. Partition the universe of discourse into equally lengthy intervals. 
2. Define fuzzy sets on the universe of discourse. 
3. Fuzzify historical data. 
4. Identify fuzzy relationships (FLR's). 
5. Establish fuzzy relationship groups (FLRG's). 
6. Defuzzify the forecasted output. 

 
III. METHOD USED 

 
We have followed the method of [7] and [14] for crime prediction. While [7] and [14] have partitioned the 

universe of discourse into seven and ten intervals respectively, we have used three different partitioning 
schemes (i.e. five intervals, ten intervals and twenty intervals) to probe the effect of partitioning on accuracy of 
forecast results, if any. For analysis purpose, seventeen years (1995-2011) actual crime data of Delhi city under 
the crime head “murder” have been used. There are various factors that may influence the happening of a 
particular type of crime in a city. These factors may affect the forecast result, however, in this study; these 
factors have not been considered and these have been left for future studies.  
Step 1: Define the universe of discourse U and partition it into several even and equal length intervals u1, u2, ..., 
and un. The universe of discourse U is defined as [Dmin –D1, Dmax + D2] where Dmin and Dmax are the minimum 
and maximum of cases registered, respectively and D1, D2 are two proper positive numbers. From Table-1, 
Dmin(delhi)= 369, Dmax(delhi)= 523. We have, D1(delhi)=69 and D2(delhi)=77. Accordingly, the universe of discourse is, 
U(Delhi) =[300, 600]. The universe of discourse U(Delhi)  is partitioned into 5, 10 and 20 equal length intervals and 
are shown in Table-2. The actual cases registered under the crime head murder and their respective positions in 
partitioned intervals are shown in Table-1. 

Table-1 
Actual cases and their position in partitioned intervals 

Year Cases registered Scheme-I 
Five intervals 

Scheme-II 
Ten intervals 

Scheme-III 
Twenty intervals  

1995 413 360-420 390-420 405-420 
1996 426 420-480 420-450 420-435 
1997 475 420-480 450-480 465-480 
1998 523 480-540 510-540 510-525 
1999 514 480-540 510-540 510-525 
2000 477 420-480 450-480 465-480 
2001 450 420-480 450-480 450-465 
2002 438 420-480 420-450 435-450 
2003 401 360-420 390-420 390-405 
2004 401 360-420 390-420 390-405 
2005 369 360-420 360-390 360-375 
2006 396 360-420 390-420 390-405 
2007 411 360-420 390-420 405-420 
2008 451 420-480 450-480 450-465 
2009 444 420-480 420-450 435-450 
2010 453 420-480 450-480 450-465 
2011 438 420-480 420-450 435-450 

 
Table-2 

Partitioning of universe of discourse 
Scheme-I 
(Five intervals) 

u1 ＝ [300, 360], u2 ＝ [360, 420], u3＝[420, 480], u4＝ [480, 540], u5＝
[540, 600]. 

Scheme-II 
(Ten intervals) 

u1 ＝ [300, 330], u2 ＝ [330, 360], u3＝[360, 390], u4＝ [390, 420], u5＝

[420, 450], u6＝[450, 480], u7＝[480, 510], u8＝[510, 540], u9＝[540, 
570], u10＝[570, 600]. 

Scheme-III 
(Twenty intervals) 

u1 ＝ [300, 315], u2 ＝ [315, 330], u3＝[330, 345], u4＝ [345, 360], u5＝

[360, 375], u6＝[375, 390], u7＝[390, 405], u8＝[405, 420], u9＝[420, 
435], u10＝[435, 450], u11＝[450, 465], u12＝[465, 480], u13＝[480, 
495], u14＝[495, 510], u15＝[510, 525], u16＝[525, 540], u17＝[540, 
555], u18＝[555, 570], u19＝[570, 585], u20＝[585, 600]. 
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Step 2: Get a statistics of the distribution of the actual registered cases (historical enrollments) in each interval. 
Sort the intervals based on the number of historical enrollment data in each interval from the highest to the 
lowest. Find the interval having the largest number of historical enrollment data and divide it into four sub-
intervals of equal length. Find the interval having the second largest number of historical enrollment data and 
divide it into three sub-intervals of equal length. Find the interval having the third largest number of historical 
enrollment data and divide it into two sub-intervals of equal length. Find the interval with the fourth largest 
number of historical enrollment data and let the length of this interval remain unchanged. If there are no data 
distributed in an interval, then discard this interval. The distribution of actual cases registered in partitioned 
intervals is given in Table-3. The re-divided and renamed universe of discourse is shown in Table-4. 

Table-3 
Distribution of registered cases in partitioned intervals 

Frequency of data 
Scheme-I 

(Five Intervals)  
Cases Scheme-II 

(Ten Intervals) 
Cases Scheme-III 

(Twenty Intervals) 
Cases 

300-360 0 300-330 0 300-315 0 
360-420 6 330-360 0 315-330 0 
420-480 9 360-390 1 330-345 0 
480-540 2 390-420 5 345-360 0 
540-600 0 420-450 4 360-375 1 

--- --- 450-480 5 375-390 0 
--- --- 480-510 0 390-405 3 
--- --- 510-540 2 405-420 2 
--- --- 540-570 0 420-435 1 
--- --- 570-600 0 435-450 3 
--- --- --- --- 450-465 3 
--- --- --- --- 465-480 2 
--- --- --- --- 480-495 0 
--- --- --- --- 495-510 0 
--- --- --- --- 510-525 2 
--- --- --- --- 525-540 0 
--- --- --- --- 540-555 0 
--- --- --- --- 555-570 0 
--- --- --- --- 570-585 0 
--- --- --- --- 585-600 0 

Table-4 
Re-partitioned universe of discourse 

Scheme-I 
(Five intervals) 

u1 ＝ [420-435], u2 ＝ [435-450], u3＝[450-465], u4＝ [465-480], u5 ＝ 
[360-380], u6 ＝ [380-400], u7＝[400-420], u8 ＝ [480-510], u9 ＝ [510-
540]. 

Scheme-II 
(Ten intervals) 

u1＝ [360-390],  u2 ＝ [390-397.5], u3 ＝ [397.5-405], u4＝[405-412.5], 
u5＝ [412.5-420], u6 ＝ [450-457.5], u7 ＝ [457.5-465], u8＝[465-
472.5], u9＝ [472.5-480], u10 ＝ [420-430], u11 ＝ [430-440], u12＝[440-
450], u13 ＝ [510-525], u14 ＝ [525-540]. 

Scheme-III 
(Twenty intervals) 

u1=[360- 367.5], u2＝[367.5-375], u3＝[390- 393.75], u4＝[393.75-
397.5], u5＝[397.5-401.25], u6＝[401.25-405], u7＝[405- 410], u8＝

[410-415], u9＝[415-420], u10＝[420- 427.5], u11＝[427.5-435], 
u12=[435- 438.75], u13＝[438.75 - 442.5], u14＝[442.5-446.25], 
u15=[446.25-450], u16=[450- 453.75], u17=[453.75-457.5], u18=[457.5-
461.25], u19=[461.25-465], u20=[465- 470], u21=[470-475], u22=[475-
480], u23=[510- 515], u24=[515-520],  u25=[520-525]. 

 

Step 3: Define each fuzzy set Ai based on the re-divided intervals and fuzzify the actual registered cases shown 
in Table 1, where fuzzy set Ai denotes a linguistic value of the cases registered represented by a fuzzy set, and 1 
≤ i ≤ 9, 1 ≤ i ≤ 14 and 1 ≤ i ≤ 25. Then, fuzzify the actual registered cases in Table 1. For simplicity, the 
membership values of fuzzy set Ai either are 0, 0.5 or 1. We have not displayed the membership value 0. Fuzzy 
sets are shown in Table-5. 
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Table-5 
Defining Fuzzy set 

 Scheme-I 
Five intervals 

(1 ≤  i ≤ 9) 

Scheme-II 
Ten intervals 
(1 ≤  i ≤ 14) 

Scheme-III 
Twenty intervals  

(1 ≤  i ≤ 25) 
A1＝ 1/u1＋0.5/u2 1/u1＋0.5/u2 1/u1＋0.5/u2 
A2＝ 0.5/u1＋1/u2＋0.5/u3 0.5/u1＋1/u2＋0.5/u3 0.5/u1＋1/u2＋0.5/u3 
A3＝ 0.5/u2＋1/u3＋0.5/u4 0.5/u2＋1/u3＋0.5/u4 0.5/u2＋1/u3＋0.5/u4 
A4 ＝ 0.5/u3＋1/u4＋0.5/u5 0.5/u3＋1/u4＋0.5/u5 0.5/u3＋1/u4＋0.5/u5 
A5 ＝ 0.5/u4＋1/u5＋0.5/u6 0.5/u4＋1/u5＋0.5/u6 0.5/u4＋1/u5＋0.5/u6 
A6 ＝ 0.5/u5＋1/u6＋0.5/u7 0.5/u5＋1/u6＋0.5/u7 0.5/u5＋1/u6＋0.5/u7 
A7＝ 0.5/u6＋1/u7＋ 0.5/u8 0.5/u6＋1/u7＋ 0.5/u8 0.5/u6＋1/u7＋0.5/u8 
A8＝ 0.5/u7＋ 1/u8＋ 0.5/u9 0.5/u7＋ 1/u8＋ 0.5/u9 0.5/u7＋1/u8＋0.5/u9 
A9＝ 0.5/u8＋ 1/u9 0.5/u8＋ 1/u9 0.5/u8＋1/u9＋0.5/u10 
A10＝  0.5/u9＋1/u10＋0.5/u11 0.5/u9＋1/u10＋0.5/u11 
A11＝  0.5/u10＋1/u11＋0.5/u12 0.5/u10＋1/u11＋0.5/u12 
A12＝  0.5/u11＋1/u12＋0.5/u13 0.5/u11＋1/u12＋0.5/u13 
A13＝  0.5/u12＋1/u13 0.5/u12＋1/u13＋0.5/u14 
A14＝  0.5/u13 0.5/u13＋ 1/u14＋0.5/u15 
A15＝   0.5/u14＋ 1/u15＋0.5/u16 
A16＝   0.5/u15＋1/u16＋0.5/u17 
A17＝   0.5/u16＋1/u17＋0.5/u18 
A18＝   0.5/u17＋1/u18＋0.5/u19 
A19＝   0.5/u18＋1/u19＋0.5/u20 
A20＝   0.5/u19＋ 1/u20＋0.5/u21 
A21＝   0.5/u20＋ 1/u21＋0.5/u22 
A22＝   0.5/u21＋ 1/u22＋0.5/u23 
A23＝   0.5/u22＋ 1/u23＋0.5/u24 
A24＝   0.5/u23＋ 1/u24＋0.5/u25 
A25＝   00.5/u24＋ 1/u25 

 
Step 4: Establish fuzzy logical relationships based on the fuzzified enrollments: 

Aj → Aq 
Aj → Ar , 
.. .. .. 
where the fuzzy logical relationship “ Aj → Aq ” denotes “ if the fuzzified enrollments of year n-1 is Aj , 

then the fuzzified enrollments of year n is Aq ”.  The fuzzy logical relationships are shown in Table 6. 
 

Table-6 
Fuzzy Logic Relationship 

Scheme-I (Five Intervals) Scheme-II (Ten Intervals) Scheme-III (Twenty Intervals) 
A3→A4, A4→A7, A7→A9, 
A9→A9, A9→A7, A7→A6, 
A6→A5, A5→A3, A3→A3, 
A3→A1, A1→A2, A2→A3, 
A3→A6, A6→A5, A5→A6, 
A6→A5 

A1→A2, A5→A6, A9→A7, 
A9→A8, A2→A4, A6→A12, 
A12→A9, A12→A13, A3→A1, 
A3→A3, A7→A3, A13→A12, 
A13→A13, A4→A9, A8→A9 

A8→ A10, A10→ A22, A22→ A25, 
A25→ A23, A23→ A22, A22→ A16, 
A16→ A12, A12→ A5, A5→ A5, A5→ 
A2, A2→ A4, A4→ A7, A7→ A16, 
A16→ A14, A14→ A16, A16→ A12 

 
Step 5: Establish fuzzy logical relationships groups. Fuzzy logical relation groups are shown in Table-7. 
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Table-7 
Fuzzy relation groups 

Scheme-I  
(Five Intervals) 

Scheme-II  
(Ten Intervals) 

Scheme-III  
(Twenty Intervals) 

Group-1 A1→A2 Group-1 A1→A2 Group1 A2→A4 
 Group-2 A2→A3 Group-2 A2→A4 Group2 A4→A7 
Group-3 A3→A1, A3→A3,  

A3→A4,  A3→A6 
Group-3 A3→A1 Group3 A5→ A2,A5 

Group-4 A4→A7 Group-4 A4→A9 Group4 A7→A16 
Group-5 A5→A3,  A5→A6 Group-5 A5→A6 Group5 A8→A10 
Group-6 A6→A5 Group-6 A6→A12 Group6 A10→A22 
Group-7 A7→A6,  A7→A9 Group-7 A7→A3 Group7 A12→A5 
Group-8 A9→A7,  A9→A9 Group-8 A8→A9 Group8 A14→A16 
  Group-9 A9→A7, A8 Group9 A16→ A12,A14 
  Group-10 A12→A9, A13 Group10 A22→ A16,A25 
  Group-11 A13→A12, A13  Group11 A23→A22 
    Group12 A25 →A23 

 
Step 6: We have followed the principles stated by Chen [7] to defuzzify the forecasted output. According to this 
principle 
 

1. If there exists a one-to-one relationship in the relationship group of Aj, say Aj → Ak , and the highest  
degree of belongingness of  Ak  occurs at   interval  uk,   then  the forecasted output  of F (t) equals the 
midpoint of uk. 

2. If Aj is empty, i.e. Aj →∅, and the interval where Aj has the highest degree of belongingness is uj, then 
the forecasted output equals the midpoint of uj. 

3. If   there   exists   a   one-to-many   relationship   in   the   relationship   group   of  Aj,   say Aj → A1 , 
A2 …, An, and  the highest  degrees of  belongingness occurs at  set u1 ,  u2 ,…, un , then  the  forecasted 
output   is computed as  the average of   the midpoints m1 , m2,…,mn of u1 , u2,…,un .  This equation 
can be expressed as:   

 
The forecast so obtained along with actual registered cases is shown in Table-8.  

 
Table-8 

Actual registered cases versus forecast 
Year Actual  registered 

Cases  
 

Forecast 
Scheme-I 

(Five Intervals) 
Scheme-II 

(Ten Intervals) 
Scheme-III 

(Twenty Intervals) 
1995 413    
1996 426 416.25 425 423.75
1997 475 485 476.25 477.50 
1998 523 498.75 485.625 487.19 
1999 514 498.75 496.875 512.50 
2000 477 485 496.875 477.50 
2001 450 450 476.25 487.19 
2002 438 436.66 440 440.62
2003 401 416.25 401.25 399.37 
2004 401 416.25 388.125 385.31 
2005 369 380 388.125 385.31 
2006 396 400 393.75 395.62 
2007 411 416.25 408.75 407.50 
2008 451 450 453.75 451.88
2009 444 436.66 440 440.62 
2010 453 450 453.75 451.87 
2011 438 436.66 440 440.62 

 MSE -0.3425 0.164063 0.165625 
 MAD 8.25125 9.445313 7.993125 
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To verify the accuracy of the forecast results, Mean Forecast Error (MFE) and Mean Absolute Deviation 
(MAD) have been calculated as: 

 
The MFE and MAD are shown in Table-8. It is obvious from the values of MFE and MAD that the five 

interval model tends to slightly over forecast with an average absolute error of 8.25 units, the ten interval model 
is working correctly with an average absolute error of 9.44 units, and the twenty interval model is working 
correctly with an average absolute error of 7.99 units. The forecasted values are very close to the actual values. 

IV. CONCLUSION 
In this paper, we have investigated applicability of Fuzzy Time series technique for crime forecasting. The 

scope of present work is limited to probe the suitability of fuzzy time series method to predict the crime and to 
provide practical computational techniques with simple algorithm and higher degree of output accuracy. In this 
study, seventeen years actual historic crime data of Delhi city have been used. We have implemented the Fuzzy 
Time Series method on three different sets of universe of discourses obtained by partitioning it into five 
intervals (Scheme-I), ten intervals (Scheme-II) and twenty intervals (Scheme-III). The computed forecast shows 
good accuracy. The forecast results obtained from Scheme-II and Scheme-III are satisfactory while scheme-I 
results tends to slightly over forecast. There are various factors that may influence the happening of a particular 
type of crime. It is assumed that if those factors are also taken care of, then the fuzzy time series method could 
produce better results and can be used as a tool for effective crime prevention strategies. This dimension has 
been left for future studies. 
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