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ABSTRACT 
Fault tolerance is the ability of a system to perform its function correctly even in the presence of internal faults. 
We should accept that, relying on software techniques for obtaining dependability means accepting some 
overhead in terms of increased size of code and reduced performance (or slower execution). N-version 
programming achieves redundancy through the use of multiple versions. Failures are detected by comparing the 
results of the different versions. In this paper we will discuss the techniques of software fault tolerance such as 
recovery blocks, N-version programming, single version programming, multi-version programming, 
Comparison of  N-Version with recovery block . 
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I. Introduction: 
A system is made up of components, which can be seen as ‘systems’ (i.e., further subdivided in components) in 
their own right (in which case they are often referred to as subsystems). A system is meant to provide services to 
other systems (which may include human users), and fails when its behavior departs from what was intended. 
When it is useful to identify a cause of failures, this is called a fault. The terms ‘design fault’, ‘design defect’, 
‘bug’ are used as synonyms. Faults may lead to erroneous states, or errors, inside a system, which do not 
become system failures until they manifest themselves as deviations of the system’s externally visible behavior 
from the intended service.  

 
II. N-version Programming  

 
N-Version Programming (NVP) has been defined as “the independent generation of N ≥ 2 functionally 
equivalent programs from the same initial specification" (Avizienis 77). "Independent generation" meant that 
the programming efforts were to be carried out by individuals or groups that did not interact with respect to the 
programming process. Wherever practical, different algorithms, programming languages, environments, and 
tools were to be used in each separate effort. In the NVP technique, the N versions of a program (a module) are 
developed independently by different programmers to be run concurrently. Their results are compared by an 
adjudicator. The simplest way is to use the majority voting here: the results produced by the majority of versions 
are assumed to be correct, the rest of the versions are assumed to have errors, their faults having been triggered 
in the execution due to one or more reasons. Essentially it is the N-Modular Redundancy (NMR) equivalent of 
the Hardware Fault Tolerant models. 
The N-version programming concept is the same as the n-way redundant hardware i.e. N-Modular Redundancy 
(NMR). This was proposed by Avizienis . As NMR is designed to cope with the physical failures of 
components, the same component is replicated N times. In N-version programming, since the goal is to mask 
software design faults, the N-versions have different designs. 

    
 
    Version 1 
 
Input                      Version 2       Selection      Output 

     Algorithm 
                               Version n 
            .    
      
 
 N-version programming Model.  
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III. Main issues in N-version programming: 

There is some evidence that faults in software design are sometimes due not to the design itself but to the 
problem being solved: the hard parts of a problem often lead to design errors no matter which design approach is 
selected (Bishop 1986 ; Knight 1986 ). In other experiments, however, these phenomena did not occur 
(Avizienis 1986). Although NVP does not claim to achieve complete fault elimination, the existence of evidence 
showing that there may be some types of errors for which it is not effective makes it a matter of cost/benefit 
analysis whether or not to use it.  

The NVP approach is also questionable from the traditional software engineering perspective. The NVP 
technique proposes that diverse designs be generated by designers who are isolated from each other. Although it 
is possible that isolated designers will by chance come up with different designs, isolation certainly does not 
guarantee that they will. 

IV. Recovery Blocks: 
 
The recovery blocks scheme provides a unifying frame work for that implementation of fault tolerance software 
incorporating strategies for error detection by the acceptance test and interface checks provided by the 
underlying system; backward error recovery provided automatically by a mechanism; and fault treatment which 
simply uses an alternate module as a temporary stand-by spare. The concept of recovery blocks was developed 
by Randell . Recovery blocks utilize temporal redundancy for fault-tolerance by partitioning a system into a 
number of self contained recoverable modules. Each recoverable block is responsible for validating correct 
operation within its boundaries. A module in software is written to implement some specification. This module 
is called primary module. It is assumed that the primary module may have some design faults . If the design 
fault in the module causes the failure of the module, it implies that the state of the module is erroneous. Error 
detection in a recovery block is done by an acceptance test . The alternate module is utilized  to perform the 
requirement task, namely to implement the given specification when the primary module fails : 
 
   ensure      <acceptance test> 
        by        <primary module> 
   else by      <alternate module1> 
   else by      <alternate module2> 
    . 
    . 
    . 
   else by <alternate module n> 
   else error. 
 
i.e. the alternate module i is executed only  if the primary module and all the alternate modules before i have 
failed . A recovery block works by providing an acceptance test to validate the output of the primary processing 
routine. Failure of the test will result in the automatic invocation of an alternative routine. This alternative 
routine might not be as efficient or as complete as the primary routine but should be robust enough to 
satisfactory meet the conditions of recovery blocks. A recovery block is ultimately responsible for the 
correctness of its own output; therefore, if the acceptance test exhausts all of the alternative processing routines, 
a mechanism should be provided to signal that a failure condition has detected and contained. 
 

V.  Multi-version programming 
 
Multi-version fault tolerance is based on the use of two or more versions (or “variants”) of a piece of software, 
executed either in sequence or in parallel. The versions are used as alternatives (with a separate means of error 
detection), in pairs (to implement detection by replication checks) or in larger groups (to enable masking 
through voting). The rationale for the use of multiple versions is the expectation that components built 
differently (i.e., different designers, different algorithms, different design tools, etc) should fail differently 
[Avizienis 77]. Therefore, if one version fails on a particular input, at least one of the alternate versions should 
be able to provide an appropriate output. 

 
VI. Future prospects:  

 
The N-version programming approaches employ design diversity in an effort to increase the reliability of 
software. If the failures of the different versions are co-related, then the design diversity approach will not offer 
as great an increase in reliability as is anticipated. The actual benefit to reliability will depend on how closely to 
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failures of versions are co-related.  N-version programming has the potential of increasing the reliability of some 
aspects of a program, provided that development and testing time and funding are increased to cover the extra 
costs. However, the probability of common-mode failures must be factored into any calculation of increased 
reliability, and one should show that the extra time and money couldn't be better spent improving a single 
version . The research is done in this area to improve the reliability approaches in a better way.  
 

VII. Comparison of N-Version with recovery block Approaches:  
 

In comparison to N-version programming the recovery block approach has one apparent advantage. In some 
situations, a software system evolves by replacement of some of its modules with newly developed ones. The 
replaced modules can be used as supplementary alternates to the new modules. The production cost is lower in 
this case. However, there are also certain disadvantages associated with the recovery block approach.  
1. The system state before entry into a recovery block must be saved until sane reasonable results are obtained 
from the block. Considerable storage overhead may then be involved for nested recovery block structures.  
2. Special precautions are needed to coordinate parallel processes within a nested recovery block structure. 
Otherwise the interdependencies among these processes may require that a long chain of process effects should 
be undone after a process has failed.  
3. Some intermediate output from a recovery block may not be reversible in a real-time environment. Therefore, 
no recovery action can be performed before the incorrect output causes its damage. 
4. Special system support is necessary to alleviate the above weaknesses. This limits the generality of 
applications of recovery block technique. 
 

VIII. Limitations: 
 
 The most significant limitations may be: 
(1) In a real-time environment a system failure may be caused by performance limitations rather than functional 
problems. Two typical examples are timing constraints violations and resource contentions. A likely source for 
these problems is system overload. N-version programming may produce adverse effects in these situations. 
(2) In certain other circumstances, there exists no unique path to the solution of a problem. Step-by-step 
matching or voting of correspondent results cannot be used as a criterion of correctness. Therefore, N-version 
programming is not applicable for situations in which distinct multiple solutions (or intermediate solutions) 
exist. 
(3) In still other cases a long sequence of outputs may not lend itself to be specified in a specific order. In these 
cases, the outputs from the component versions cannot be readily compared. 
(4) In some situations the sequence of outputs from a version is context-dependent. Any error that pushes the 
rest of output off its proper position makes the subsequent comparison of results s meaningless. 
(5) In the event that an allowable range of discrepancy cannot be easily determined, the problem of inexact 
voting is difficult to handle. Acceptable results are difficult to reach in this case. 

 
IX. Conclusion: 

The main objective of this paper has been to introduce some of the techniques of fault tolerance. In fulfilling this 
objective, we have introduced the techniques as N-version programming, recovery blocks, the main issues 
related to N-version programming of fault-tolerant systems, comparison of recovery blocks with N-version 
programming and limitations of N-version programming . We have also discussed multi-version programming. 
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