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Abstract—In content Based Image Retrieval, images are retrieved based on color, texture and shape (low level 

perception). There is a gap between user semantics (high level perception) and low level perception. Relevance 
feedback (RF) learns association between high level semantics and low level features. Bayesian method, nearest 
neighbor search method, Log based RF, Support Vector Machine (SVM) is methods of Relevance Feedback. 
Bayesian method is good for understand but it is not worked for fast access. In nearest neighbor search method, data 
are compressed. So some times images may be lost its features. Log based method are used soft label using SVM.  
SVM is best method for RF because it works on structure risk minimization by VC dimensions. 
 

Index Terms— Relevance Feedback, RF, Support Vector Machine, SVM 

I. INTRODUCTION 

Content-based document image retrieval(CBIR), a technique which uses visual contents to search images from 
large scale image databases according to users’ interests, has been an active and fast advancing research area 
since the 1990s. During the past decade, remarkable progress has been made in both theoretical research and 
system development. 
 

In Content-based image retrieval, uses the visual contents of an image such as color, shape, texture, and 
spatial layout to represent and index the image[2]. In typical content-based image retrieval systems (Figure 1), 
the visual contents of the images in the database are extracted and described by multi-dimensional feature 
vectors. The feature vectors of the images in the database form a feature database. To retrieve images, users 
provide the retrieval system with example images or sketched figures. The system then changes these examples 
into its internal representation of feature vectors. The similarities distances between the feature vectors of the 
query example and those of the images in the database are then calculated and retrieval is performed with the aid 
of an indexing scheme. The indexing scheme provides an efficient way to search for the image database. Recent 
retrieval systems have incorporated users’ relevance feedback to modify the retrieval process in order to 
generate perceptually and semantically more meaning full retrieval results. 

 
Fig. 1.  Diagram of content based image retrieval 
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II. RELEVANCE FEEDBACK 

In CBIR, images are extracted based on features vector. Typical features include pixel color histogram, gray 
scale histogram, texture features and edge-content measures. Some features may be meaning less to user or may 
be highly correlated to other features. Some features may be useful for certain queries but may be lose 
significance for other features. The notion of similar in the mind of user may fluctuate depending on the query, 
the history of retrieval, and the user. 

 Relevance feedback (RF) learns the associations between high level semantics and low level features. In a 
typical, RF system, given a set of retrievals for an image query, the user identifies relevant and non-relevant 
examples. Based on these 
examples, the similarity metric is modified to re-compute the next set of retrievals. Relevance feedback 
originated from text-based information retrieval is a powerful technique to improve the retrieval performance. 
 
 There are different methods of relevance feedback: 

 Bayesian Network 
 Nearest Neighbor Search method 
 Log based Relevance feedback 
 Support Vector Machine 

 

 
Fig.2.  Relevance Feedback 

 

A. Bayesian Network  

 
   In CBIR systems which extract visual features from the images automatically. Similarities between two 
images are measured in terms of the differences between the corresponding features. During the process of 
image retrieval, the user specifies the relevance of the retrieved objects, and the system will then refine the 
query results by learning from this information. Since the feedback information from the previous iterations and 
the next iteration does not directly connect, the major problem of their approach is that when the next iteration 
of retrieval is started the information from previous iterations is almost lost.  
 
    Bayesian network as a relevant image adoption model to select a number of good points composing the 
positive feedback information[11]. It is based on the evaluation of the belief values of the relevant image nodes 
in the network such that these belief values can be used as probabilistic measure of usability of the relevant 
images. As Figure 3, the network consists of three layers: query layer, feature index layer and relevant image 
layer. The root node is the query layer representing the query example image given by the user. The 
intermediate layer is feature index layer which can be further divided into two levels. The first level contains 
low-level feature representations, such as color, texture and shape. The second level is composed by the 
components of the feature vectors. The relevant image layer consists of the individual relevant images specified 
by the user. The network is different with various query examples and different relevant images. New specified 
relevant images get added to the relevant image layer as we move from one iteration of feedback to the next. All 
nodes in the network are associated with a belief value and all the direct connections between the nodes are 
associated with a link weight, which is represented by a conditional probability. After the initial feedback, all 
the relevant images are used to build the Bayesian network and the link weights are calculated. Perform the 
inference propagation to update the belief values of all the nodes in the network. Select the relevant images 
whose belief is above the threshold as the positive feedback information. Update the link weights using the 
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chosen relevant images. The updated belief values are set as new prior beliefs for the next iteration. Start a new 
iteration of retrieval using the updated positive feedback information. If user get result as his requirement then 
stop process otherwise continue this process. 

 
Fig.3.  Bayesian Network 

 

B. Nearest Neighbor Search Method 

 
     In nearest neighbor search for relevance feedback, the basic idea behind this method is to constrain the search 
space for the nearest neighbors for the next iteration using the current set of nearest neighbors[10]. In content 
based retrieval, to retrieve images that are similar in texture or color, usually one computes the nearest neighbors 
of the query feature vector in the corresponding feature space. Given a collection of image or video data, the 
first step in creating a database is to compute relevant feature descriptors to represent the content. The user 
identifies a set of retrieval examples relevant to the image, and that information is then used to compute a new 
set of retrievals. One approach to computing a new set of retrievals closer to the users expectation is to modify 
the similarity metric used in computing the distances between the query and the database items. The distance 
between two feature vectors is typically calculated as a quadratic distance of the form (Q-F)TW(Q-F)where Q is 
a query vector, F is a database feature vector, and W is a positive semi-definite matrix. During each iteration, the 
weight matrix is updated based on the users feedback. Given the updated weight matrix, the next set of nearest 
neighbors is then computed. There are more recent methods, such as kernel-based approaches that appear to be 
more effective for learning but they are computationally prohibitive for large data sets in high dimensions. 
 
The online relevance feedback from users is collected and stored in a log database. When feedback log data is 
unavailable, the log-based relevance feedback algorithm behaves exactly like a regular relevance feedback 
algorithm, 

Darshana Mistry / International Journal of Computer Science & Engineering Technology (IJCSET)

ISSN : 2229-3345 Vol. 1 No. 2 34



C. Log based Relevance Feedback 

 
Fig. 4.   Log based relevance feedback 

 

which learns the correlation between low-level features and users’ information needs through the feedback 
image examples. When feedback log data is available, the algorithm will learn such correlation using both the 
feedback log data and the online feedback from users. 

 
Using of Relevance Matrix (RM), in each log session, images are marked as relevant images (+1) and non-

relevant images(-1) and unknown(0).  
 
For every two images, i and j, their relationship can be measured by a modified correlation function: 
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    For an initial positive sample i, the relevance degree between every image sample j of the database are 
computed by a soft label function: 
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     To find soft label, we have to use soft label support vector machine algorithm. 

D. Support Vector Machine 

 
     Support Vector Machines (SVM) is an approximate implementation of the  structural risk minimization 
(SRM) principle[12][13][14]. It creates a classifier with minimized Vupnik- Chervonenkis (VC) dimension. 
SVM minimizes an upper bound on the generalization error rate[14]. The error rate is bounded by the sum of the 
training-error rate and a term that depends on the VC dimension. The SVM can provide a good generalization 
performance on pattern classification problems without incorporating problem domain knowledge.  
      Consider the problem of separating the set of training vectors belonging to two classes, e.g., image retrieval 
problem, +1 denotes positive example, -1 denotes the negative example. 
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Fig. 5.  Support Vector Machine 
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where ix  is an input pattern, e.g., feature vector in image retrieval, for the thi example and iy  is the label. If 

the two classes are linearly separable, the hyper plane that does 
the separation is: 
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where x


is an input vector, w is a weight vector, and b is a bias. The goal of a support vector machine is to find 

the parameter 0w  and 0b  for a optimal hyper plane to maximize the distance between the hyper plane and the 

closest data point:   
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For a given 0w , and 0b , the distance of a point 2 from the optimal hyper plane defined in equation 6 and 7 is: 
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A linear separable example in 2D is illustrated in Figure 4. If the two classes are non-linearly separable, the 
input vectors’ should be nonlinearly mapped to a high dimensional feature space by an inner-product kernel 

function ),( ixxK


. 

 
An optimal hyper plane is constructed for separating the data in the high-dimensional feature space. This 
hyperplane is optimal in the sense of being a maximal margin classifier with respect to the training data. The 
distance from the  hyper plane determined by the support vectors can be used to measure how much an example 
belonging to one class is different from the other class. This motivates us to use SVM for automatically 
generating preference weights for relevant images. 
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III. COMPARISON OF RF METHODS 

    Bayesian Network is good for understand, but it is not used for fast access images. 
 
   In Nearest neighbor search method, data are compressed. So some time, images may be lost their features. 
 
   Log based Relevance Feedback method is good for results, but we have to use development algorithm for 
finding of soft label learning. For that, we have to use soft label support vector machine. 
 
   Support Vector Machine is worked on structure risk minimization by minimizing of  VC dimensions. It treat 
the relevance feedback as a strict binary classification by using of maximize the geometric margin and minimize 
classification error.  
 
   So SVM is best method to use relevance feedback  to retrieve images. 

IV. RESULTS 

  Using of MATLAB 7.0, PostgreSQL as database, SVM toolbox, the results as below: 
 

 
6(a) 

 

6(b) 

Fig. 6(a) and 6(b).  Content Based Image Retrieval 
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7(a) 

 

 
7(b) 

Fig. 7(a) and 7(b).  Images are retrieved by Relevance Feedback using of SVM 

 
Survey of  25 users, Relevance Feedback result using SVM’s efficiency is 78.6%, which is much better than 
simple images are retrieved(51.3%).  

V. CONCLUSION 

       Survey of different methods of Relevance feedback, SVM is best method because of structure risk 
minimization. Using of SVM, we Using of relevance feedback with SVM, results are more efficient as user 
perception. SVM classification can be even better if the feature vector used in more relevant to images. 
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Fig. 8.  Average efficiency  of Relevance feedback  using SVM 
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